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Abstract

Knowledge of sea ice thickness is critical for the prediction of future climate, and for assessing the significance of changes in thickness. Sea ice
thickness can be calculated from radar or laser satellite altimetry measurements of freeboard. However, a lack of knowledge of snow depth
introduces significant uncertainties into these calculations.

This paper compares the first coincident airborne laser and radar altimetry data over sea ice, collected during the Laser Radar Altimetry
(LaRA) field campaign. LaRA was a flight of opportunity that provided valuable data to explore techniques to validate satellite measurements of
ice freeboard, and the possibility of combining laser and radar measurements over snow covered sea ice to calculate the snow depth. Two new
methods were created to analyse these data sets: a new radar retracker and a radar power simulator, which models radar returns from the laser
data.

We present the first quantitative analysis of data from the LaRA laser and radar altimeters, and demonstrate the potential of combining laser
and radar altimetry to estimate snow depth. LaRA elevation estimates compare well with elevations from the radar altimeter onboard ERS-2 at the
sub-meter level and the study provides lessons for future validation of satellite altimetry data over sea ice. Laser elevations are consistently higher
than the radar elevations over snow covered sea ice. As LaRA was a flight of opportunity, no coincident in-situ measurements were available.
Nevertheless, the difference between the reflecting surface of the laser and radar is consistent with snow depth from climatology and the analysis
techniques developed in this paper will be useful for future radar and laser altimetry comparisons.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Knowledge of Arctic sea ice thickness is critical to our
estimates of sea ice reduction and consequently increased fresh
water input into the Greenland, Iceland and Norwegian Seas, a
factor that may ultimately affect the thermohaline circulation
(Aagaard & Carmack, 1989). Sea ice also inhibits the transfer of
heat, moisture and momentum between the atmosphere and the
ocean (Ledley, 1993) and has a high albedo compared to the
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ocean (Curry et al., 1995), so is an important component in
climate models. Therefore, systematic, basin-wide estimates of
sea ice thickness are required for both model improvement
(Rothrock et al., 2003) and trend detection (McLaren et al.,
1990). While analyses of passive microwave satellite data have
provided a record of sea ice extent for approximately the past
30 years (Comiso, 2006), in-situ ice thickness measurements are
spatially and temporally limited (Bitz et al., 2001). One of the
two main objectives of the forthcoming European Space
Agency satellite radar altimetry mission, CryoSat-2, is to
provide an estimate of the trend in spatially averaged sea ice
thickness (Wingham et al., 2001).
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Table 1
Typical values of parameters in Eqs. (3) and (4), the error in the calculation of
sea ice thickness for radar and laser altimetry respectively, for May

Parameter Typical value Reference Error
estimate

Reference

Ice freeboard 1

( fi )
0.3 m Haas (2002) 0.03 m Giles and

Hvidegaard (2006)
Snow

freeboard
( fs)

0.6 m From fi
and hs

0.02 m Kwok et al. (2004)

Snow depth
(hs)

0.3 m Warren et al.
(1999)

0.11 m Warren et al. (1999),
RMS on hs for May

Water density
(ρw)

1023.8 kgm−3 Wadhams
et al. (1992)

0.5 kg m−3 Wadhams et al.
(1992)

Ice density
(ρi)

915.1 kg m−3 Wadhams
et al. (1992)

5 kg m−3 Wadhams et al.
(1992)

Snow density
(ρs)

319.5 kg m−3 Warren
et al. (1999)

3 kg m−3 Warren et al. (1999)

1 Assumes that at least 50 individual freeboard estimates are summed in-order
to estimate the mean ice freeboard.
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Measurements of sea ice freeboard from satellites (carrying
either radar or laser altimeters) have been used to calculate sea
ice thickness on a basin wide scale (Laxon et al., 2003) and on a
local scale (Kwok et al., 2004). Sea ice thickness is calculated
by measuring the elevation of the ice above the water (ice
freeboard) if using a radar altimeter, or ice plus snow (snow
freeboard) if using a laser altimeter, and assuming hydrostatic
equilibrium. The equations to calculate sea ice thickness from
freeboard measurements by radar and laser altimeters respec-
tively are

hi ¼ fiqw
ðqw � qiÞ

þ hsqs
ðqw � qiÞ

ð1Þ

hi ¼ fsqw
ðqw � qiÞ

þ hsðqs � qwÞ
ðqw � qiÞ

ð2Þ

where fi is the radar measured ice freeboard and fs is the laser
measured snow freeboard, hi, ρi and hs, ρs are the thicknesses
and densities of the ice and snow respectively and ρw is the
density of the water.

However, there are uncertainties associated with both these
techniques. If we are to use these data sets with confidence we
must understand the errors associated with calculating ice
thickness, and reduce these errors to a level useful for trend
detection and model validation.

The main error sources are:

For radar altimetry;
1) Uncertainty in the location of the radar scattering surface in

the snow/ice system. Laxon et al. (2003) assume that the radar
reflects from the snow/ice interface. This assumption is based on
laboratory measurements by Beaven et al. (1995). However,
there are no direct observations to confirm this assumption.

For both radar and laser altimetry;
2) The snow loading/height uncertainty. Both Laxon et al.

(2003) and Kwok et al. (2004) estimate snow depth from snow
climatology (Warren et al., 1999). Assuming that the uncertain-
ties are uncorrelated, the errors (to the first order) in ice thick-
ness calculated from radar (εr

2) and laser (εl
2) altimeter estimates

of ice/snow freeboard are

e2r ¼ e2fi
qw

ðqw � qiÞ
� �2

þe2hs
qs

ðqw � qiÞ
� �2

þe2qs
hs

ðqw � qiÞ
� �2

þ e2qw
fi

ðqw � qiÞ
� fiqw
ðqw � qiÞ2

� hsqs
ðqw � qiÞ2

 !2

þ e2qi
fiqw

ðqw � qiÞ2
þ hsqs
ðqw � qiÞ2

 !2

ð3Þ

e2l ¼ e2fs
qw

ðqw � qiÞ
� �2

þe2hs
qs

ðqw � qiÞ
� qw
ðqw � qiÞ

� �2

þ e2qs
hs

ðqw � qiÞ
� �2

þe2qw
fs

ðqw � qiÞ
� hs
ðqw � qiÞ

�

� fsqw
ðqw � qiÞ2

� hsqs
ðqw � qiÞ2

þ hsqw
ðqw � qiÞ2

!2

þ e2qi
fsqw

ðqw � qiÞ2
þ hsqs
ðqw � qiÞ2

� hsqw
ðqw � qiÞ2

 !2

ð4Þ

where ερi, ερw, ερs are the uncertainties in the density of ice,
water and snow, εhs is the uncertainty in the snow height and εfi
and εfs are the uncertainties in the radar measured freeboard and
laser measured freeboard, respectively.

Substituting the values in Table 1 into Eqs. (3) and (4) gives

e2r ¼ e2fi88:56þ e2hs8:62þ e2qs8� 10�6 þ e2qw9:79� 10�4

þe2qi1:16� 10�3

e2r ¼ 0:08þ 0:10þ 6:8� 10�5 þ 2:5� 10�4 þ 2:9� 10�2

er ¼ 0:46m ð5Þ

e2l ¼ e2fs88:56þ e2hs41:92þ e2qs8� 10�6 þ e2qw9:8� 10�4

þe2qi1:6� 10�3

e2l ¼ 0:04þ 0:51þ 6:8� 10�5 þ 2:5� 10�4 þ 2:9� 10�2

el ¼ 0:76m: ð6Þ

The largest contribution to the error in ice thickness is due to
the uncertainty in snow depth (hs), and the error due to the
uncertainty in snow depth is a factor of two greater for the laser
case than the radar case.

The Laser Radar Altimetry (LaRA) field campaign was
conducted as part of a National Oceanic and Atmospheric
Administration (NOAA)/National Aeronautics and Space
Administration (NASA)/European Space Agency (ESA) col-
laboration. LaRA was a flight of opportunity over sea ice
between Svalbard and Greenland, which took place during a
campaign to measure land ice.

LaRA was the first airborne field campaign to carry both a
laser and a CryoSat (Wingham et al., 2006) type radar altimeter.
It was designed to under-fly the ESA satellites Envisat and ERS-



Fig. 1. Locations of the LaRA flight lines for the 20th and 23rd May 2002. The
locations of the data shown in Figs. 7,9,11 and 12 are also shown.
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2, which carry radar altimeters. Although the satellite data were
limited (Envisat suffered technical problems), LaRA provided the
opportunity to explore techniques to validate satellite mea-
surements of sea ice freeboard, and to explore whether radar and
laser measurements over sea ice can be combined to estimate
snow height. Twomethods were used to analyse the data. Firstly a
new retracker was designed to estimate the absolute elevation
from the radar echoes. Secondly we estimated the difference
between laser and radar elevations by simulating the radar return
from a surface constructed from the laser data (the D2P (Delay/
Doppler Phase-monopulse Radar Altimeter) power simulator).
After simulating an echo from the laser data we calculated the
offset in the range window between the simulated and D2P
measured echoes using a cross-correlation technique. We then
used this offset to calculate the difference in elevation between the
laser and radar-measured surfaces. The use of this new technique
means that we have calculated the difference in elevation between
the laser and radar measured surface as if each surface had been
measured by the same instrument, rather than comparing data
from two instruments that sampled the surfaces in different ways.
In this paper we present the first quantitative comparison of
coincident laser and radar altimetry over sea ice and describe two
new methods to analyse such data.

2. The LaRA experiment

2.1. The location of the LaRA field campaign

The LaRA flights took place on the 20th and 23rd May 2002
from Svalbard. Fig. 1 shows the flight paths, which were
designed to under-fly Envisat/ERS-2 over-passes to within a few
hours. However, only data from ERS-2 was available due to a
fault with Envisat. On the 20th May, take-off was at 09.28 GMT
and the last sea ice data were collected at 14.20, ERS-2 over-flew
the LaRA flight path at 15.50. On the 23rd May, take-off was at
12.00, and the aircraft arrived back in Svalbard at 18.00, ERS-2
over-flew at 15.55. The daily maximum 2 m air temperatures,
from the European Centre forMedium-RangeWeather Forecasts
(ECMWF) operational data, show that the temperature remained
below 0 °C over the survey region during both days (ECMWF,
2002). Calibration flights took place over the runway at the
Wallops Flight Facility on the 3rd May 2002. The Radar and
laser elevation estimates were calibrated against elevation esti-
mates from a survey of the runway by a GPS antenna mounted
on a truck.

2.2. The LaRA payload

LaRA flights took place onboard theNASAP-3 aircraft, which
carried: the JohnHopkinsUniversity, Applied Physics Laboratory
(JHU/APL) D2P Ku Band (13.9 GHz) Radar Altimeter (Raney,
1998); two NASA laser altimeters, with a wavelength equal to
532 nm, called the Airborne Topographic Mappers (ATM)
(Csathó et al., 1996); and two digital cameras mounted on the
fuselage, taking images of the ice below. The P-3 was also
equippedwith aGlobal Positioning System (GPS) receiver and an
Inertial Navigation System (INS). Fig. 2 shows the layout of the
instruments and Fig. 3 shows the footprint geometry for the D2P,
ATMs and the digital camera for an altitude of 500 m.

2.3. Initial data processing

The ATM data and digital photographs were processed by
NASA at the Wallops Flight Facility to produce geo-located
laser elevation estimates and images of the ice (Krabill et al.,
2002). The raw D2P data were processed at APL along with the
geo-location data from the Wallops Flight Facility using the
delay-Doppler algorithm (Raney, 1998) to produce geo-located
radar waveforms. The delay-Doppler process focuses the radar
footprint in the along track direction to produce the rectangular
footprints shown in Fig. 3. Initial results from APL are de-
scribed in Leuschen and Raney (2005).

2.4. Data processing

The D2P records the returned power in a range window,
which is 512, 256, 128 or 64 bins wide, depending on the
transmitted pulse length (Raney & Leuschen, 2003). The on-



Fig. 2. Sensor layout in the P-3 aircraft, adapted from Raney and Leuschen (2003). The D2P is the radar altimeter and the ATMs are laser altimeters. X is the flight
direction, Y is in the direction of the port wing and Z is the vertical axis.

Fig. 3. LaRA footprint geometry for the P-3 at an altitude of 500 m and velocity of 150 ms−1. The D2P is the radar altimeter and the ATMs are laser altimeters. ATM2
operated in profiling mode while ATM3 operated in scanning mode. N.B. Figure is not drawn to scale.
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Fig. 4. a) Is a typical echo over a smooth surface. The small rise at bin 110 appears in all data and is a sidelobe of the radar. One bin corresponds to 0.208 m in range. b)
Shows the model echo and retracking function parameters (Eq. (7)).
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board tracking computer attempts to keep the surface reflection
point in the centre of the range window during the flight for all
range window lengths apart from 512, which is tracked 1/4 of the
way from the beginning of range window. Retracking is a post-
flight method of obtaining a more accurate elevation estimate
from the recorded D2P waveform (Ferraro & Swift, 1995).

We employed two processing techniques: Firstly we
designed a new retracking algorithm to enable us to make an
elevation estimate from the radar data; Secondly we designed
the D2P power simulator, a new alternative to a conventional
retracking algorithm, which calculates D2P type echoes from
the laser data. We then used the simulated and D2P measured
echoes to calculate the difference in elevation between the laser
and radar-measured surfaces. This second processing technique
was created as the analysis of the echoes showed a highly
variable echo shape, which degraded the accuracy of the ele-
vation estimate obtained when using a conventional re-tracker.

2.4.1. The D2P retracking algorithm
We designed a new retracker based on the same method as

Wingham et al. (2006). Our retracking algorithm was an
empirically derived function designed to work with echoes
conforming to the shape of echoes over a flat surface, hereafter
referred to as typical echoes. Fig. 4 shows an example of a
typical echo.

We used two functions to describe the shape of a typical
echo: the first part of the echo was represented by a Gaussian
(where f= f1 in Eq. (7)) and the second part by an exponentially
decaying function (where f= f2). These two functions were
linked by a third function (where f= fL). The full retracking
function is

Prðt; a; t0; k; rÞ ¼ ae�f ðtÞ2 ð7Þ

where

f ðtÞ ¼ f1ðtÞ ¼ ðt � t0Þ
r

�lbtbt0

f ðtÞ ¼ flðtÞ ¼ a3ðt � t0Þ3 þ a2ðt � t0Þ2 þ 1

r
ðt � t0Þ t0btbðtb þ t0Þ

f ðtÞ ¼ f2ðtÞ ¼ ðkðt � t0ÞÞ1=2 ðtb þ t0Þbtbl
where Pr(t) is the power at time t, a is the maximum amplitude
of the echo, t0 is the time that Pr =a, tb is the time period for
which f= fL, σ is the standard deviation of the Gaussian function
and k governs the rate of decay of the exponentially decaying
function. a2 and a3 are chosen such that the function Pr, and it's
first derivative, are smooth and continuous.

The retracking algorithm minimises the chi-squared value of
a least squares fit between the waveform data points and the
non-linear function (Eq. (7)) by varying a, σ, t0 and k. We took
t0 as the time delay to the surface and calculated the difference
between t0 and the centre (or 1/4 point for the 512 length
waveform) of the range window to compute the retracking
correction. The correction was then added to the elevation
estimate from the tracking computer.

To estimate the bias of our retracker we used the calibration
data set and averaged the GPS truck survey elevation estimates
over the D2P footprint, weighting them with the D2P antenna
pattern (see Appendix Eq. (12)). The GPS elevation estimates
were consistently higher than the D2P elevation estimates by, on
average, 0.034 m. Therefore we added 0.034 m to all D2P
elevation estimates. To cross-calibrate the D2P and ATM3,
ATM3 elevation estimates were averaged over each D2P
footprint, as for the D2P calibration. The mean difference
between the D2P and ATM3 elevation estimates was very low at
−0.0017 m (the difference was averaged over 60 measure-
ments). However, at single comparison points, the difference
between the radar and laser elevation estimates was up to 0.05 m.

To compare the D2P and ATM3 data over sea ice the ATM3
elevations were averaged over each D2P footprint as described
above. Measurements from both the fore and aft parts of the
laser scan were included in each average in order to minimise
errors caused by drifts in the INS. To compare the elevation
estimates from LaRA and ERS-2, we calculated a running mean
over 2 km (the approximate size of the ERS-2 altimeter
footprint) for both data sets.

2.4.2. The D2P power simulator
Although the re-tracker provided elevations estimates for

comparison to ERS elevation estimates (Section 3), detailed
inspection of the performance of the re-tracker over individual
echoes revealed that the echo shape was highly variable, which
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degraded the accuracy of the elevation estimate. As the origin of
the non-typical echoes was not clear we designed a radar
simulator to investigate whether we could re-create non-typical
echoes and to provide an improved method for estimating the
difference in elevation between the surfaces measured by the
radar and laser altimeters. We designed the D2P power
simulator to calculate a D2P radar echo using a surface model
constructed from the ATM3 laser data. The surface model was
constructed by using a Gaussian function (where σ=4 m) to
Fig. 5. a) The facet orientation angles, the look angle and the angle between the
vector normal to the facet and the vector from the radar to the facet. Axes as in
Fig. 2. b) Components of the power integral. The graded coloured area shows
the variation of the antenna gain G(θ,ϕ) (linear scale). The vertical lines show
the width of the along-track footprint, due the along-track processing, β(θl). The
circles show the transmitted power envelope P(t) intersecting the surface. The
first circle shows the area of the pulse limited footprint (Mantripp, 1996),
subsequent circles are multiples of this area (range rings). The radar nadir is
located at (0,0).

Fig. 6. Uncertainty inΔh due to variability in the polar response angle. a) Shows
the correlation coefficient as a function of ϕpr. rN0.95 between ϕpr=1.01° and
ϕpr=2.58°. ϕpr=1.75° provides the best fit to the calibration data as the echoes
over the runway were typically narrower than those over sea ice. b) ShowsΔh as
a function of ϕpr. Δh has a range of ±0.06 m when rN0.95.
smooth the laser elevation estimates, from both the fore and aft
parts of the scan, to points positioned at four meter intervals. It
was then divided into triangular facets to create area elements.

The power integral that forms the bases of the simulator isZ
A

Z
PðtÞ
r4

G2ðh;/ÞbðhlÞPresðhpr;/prÞdA ð8Þ

where A is area and r is the range to the surface. P(t), describes
the power envelope as a function of time; G(θ,ϕ), describes the
antenna gain as a function of the area element orientation
angles, β(θl), describes the weighting from the along track
synthetic aperture processing as a function of look angle and
Pres(θpr,ϕpr) approximates the polar response of the facet as a
function of the angle between the vector normal to the facet and
the vector between the D2P antenna and the facet (θpr) and the
polar response angle (ϕpr), which represents the fall off in power
as a function of incidence angle (Fetterer et al., 1992). We chose
ϕpr=5° for our simulator as this angle allowed the simulator to
create both typical and non-typical echoes and is consistent with
measurements of ϕpr from aircraft (Parashar et al., 1974). P(t),
G(θ,ϕ), β(θl) and Pres(θpr,ϕpr) are described in detail the
Appendix. The aircraft attitude parameters of pitch and roll1
1 Variations in the yaw of the aircraft were found to have little affect on the
echo shape.



Fig. 7. ATM elevation (green) averaged over the D2P footprint and weighted by the antenna pattern, D2P elevation (red) re-tracked using the function described by
Eq. (7) and ERS-2 mean sea surface (blue). Elevations are with respect to the World Geodetic System (WGS-84) reference ellipsoid and have been smoothed by
calculating a running mean over two km. Data gaps occur where there is insufficient data for averaging due to; for the laser case, a lack of returns over open water or
anomalously high elevations measurements due to cloud cover, and for the radar case, where the GPS data were not available and/or the radar was not tracking. The
photograph is the coincident digital imagery for the section of track indicated by the arrow (18.58° to 18.6° longitude).
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were also included in the simulator as variations in these pa-
rameters affect the shape of the radar return. The integral was
evaluated numerically.

The look angle, orientation angles and θpr are shown in
Fig. 5a. Fig. 5b shows how components of the power integral,
P(t), G(θ,ϕ) and β(θl), combine.

To determine the difference between the simulated and D2P
measured waveforms we calculated the correlation coefficient
(r) between the waveforms for different shifts of the position of
the D2P measured waveform in the range window. The shift that
Fig. 8. ATM elevation (grey triangles) averaged over the D2P footprint and weigh
function described by Eq. (7) and ERS-2 ice surface elevation (black circles). The dat
with respect to theWGS-84 reference ellipsoid. Data gaps occur in the laser data due t
due to cloud cover.
resulted in the maximum correlation coefficient, measured in
bins and fractions of bins, was then converted to an offset (Δh),
measured in meters, i.e. Δh is the difference in elevation be-
tween the laser and radar-measured surfaces, laser minus radar.
We only use echoes where r is greater than 0.95 (25% of the
echoes were discarded). The calibration flights over the Wallops
runway were used to calibrate the D2P power simulator. Over
the runway we expect that Δh will be zero as the radar and the
laser will reflect from the same surface. We found a bias in Δh
of −0.087 m. Therefore, we have added 0.087 m to all values of
ted by the antenna pattern, D2P elevation (black squares) re-tracked using the
a has been smoothed by calculating a running mean over two km. Elevations are
o a lack of returns over open water or anomalously high elevations measurements



Fig. 9. An example of a D2P measured, non-typical echo (thin black line) with the retracking function fit to the waveform (thick black line) and the simulated
waveform (grey/dashed). The figure shows the original position of the simulated waveform (grey) and the shifted position of the simulated waveforms (dashed),
corresponding to the maximum correlation coefficient.

Fig. 10. Section of the laser surface model centered on the nadir location (black
square) of the waveform shown in Fig. 9. Elevations are with respect to the
WGS-84 reference ellipsoid.
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Δh. To estimate the error inΔh due to assuming a constant polar
response angle (ϕpr), we first calculated the correlation co-
efficient for different values of ϕpr (Fig. 6a). As we only use
values ofΔh where r is greater than 0.95, we then calculated the
difference in Δh between the maximum r value and the r=0.95
values (Fig. 6b). Therefore, from Fig. 6b, we estimate the
uncertainty in Δh to be±0.06 m.

3. Coincident LaRA and ERS-2 measurements

The elevation estimates from LaRA data presented in this
section were calculated using the retracking algorithm and
method described in Section 2.4.1. Data gaps in the laser data
are due to the removal of anomalously high elevation estimates
resulting from returns from cloud cover, or the removal of
anomalously low elevation estimates over open water where the
return is from scattering within the water column. Data gaps
may also occur over open water as all the energy can be totally
forward-scattered into the water column, therefore no return
signal is received at the altimeter. Data gaps in the radar data
occur where the GPS data were not available and/or where the
radar was not tracking, both radar and laser elevations are not
calculated at these points. Fig. 7 shows a second section of track
from the 20th May 2002. The blue line is the ERS-2 mean sea
surface elevation, calculated from four years of ERS-2 data
(Peacock & Laxon, 2004) and the red and green lines are the
D2P and ATM elevations respectively.

The ERS-2 mean sea surface follows the elevation of the
D2P and ATM data while remaining approximately 0.25 m
below the D2P elevations. As ice freeboard typically ranges
between 0.20 and 0.30 m we expect the ERS-2 mean sea surface
to be below the D2P elevation estimates by this amount. By
examining the digital photography between 18.58° and 18.6°
longitude we find that the D2P was passing over open water and
that the difference between the D2P elevation measurement and
the ERS-2 mean sea surface is approximately nine cm. As the
D2P is measuring the instantaneous (mean plus the time varying
component) sea surface topography, while the ERS-2 profile
represents a multi-year, mean sea surface, we would expect a
difference between the two measurements.

The laser snow freeboard elevation estimates are higher than
the radar ice freeboard and mean sea surface elevation esti-
mates. The average difference between the laser and radar
elevation estimates is 0.22 m, which is similar to values of snow
depth from climatology (Warren et al., 1999). This is consistent
with the assumption that the radar reflects from the snow/ice
interface (Beaven et al., 1995) while the laser reflects from the
air/snow interface (Kwok et al., 2004).

Fig. 8 shows a section of track from the LaRA return flight
on the 20th May 2002. The LaRA elevation measurements
(laser elevations shown by the grey triangles and radar eleva-
tions by the black squares) are plotted with ERS-2 estimates of
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ice elevation (black circles). Unfortunately, only a small number
of ERS-2 returns were identified as originating from ice along
this orbit (Peacock & Laxon, 2004). The centre lines of the ERS
and LaRA ground tracks were separated by approximately
200 m. However ERS-2 overflew 154 minutes after the LaRA
data were collected and, given typical drift speeds of 30 km per
day in the Fram Strait, the ice may have moved up to 3 km
between the aircraft and satellite overpasses.

ERS-2 carries a Ku band radar altimeter, therefore we would
expect that spaceborne and airborne radars would measure the
same surface. Fig. 8 shows the elevation estimates from ERS-2
and the D2P increasing as we move to the west and that
elevation estimates from ERS-2 are closer to the elevation
estimates from the D2P than to the laser elevation estimates.
However, there are differences in the airborne and spaceborne
Fig. 11. a) D2P normalised power waveforms and b) simulator normalised power wa
assigned a colour according to its value, as shown by the scale bar. c) Δh (the da
measurements were taken. The black line shows the flight path. The imagery has bee
radar elevation estimates that cannot be assigned to a single
cause. They could be due to the fact that:

• The flights are not exactly coincident in space and time and
therefore we may not be looking at the same ice.

• The footprints of the D2P and ERS-2 radar altimeter are
different. The D2P's footprint is 40 m by 4 m where the
diameter of the ERS-2 radar altimeter's pulse limited
footprint is about 2 km. Therefore each instrument will
sample the surface in a different way.

• The D2P retracker was designed for a typical echo shape
(Fig. 4), however not all echoes conform to this shape
(Fig. 9) which results in the accuracy of the elevation esti-
mate from the D2P degrading as the shape of an echo moves
away from that of a typical echo.
veforms. The waveforms have been plotted vertically and the power in each bin
ta has not been smoothed). d) is the digital imagery of the ice over which the
n stretched in the along track direction and cropped in the across track direction.
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4. Results from the D2P power simulator

We now present the results from the D2P power simulator.
As described in Section 2.4.2, the D2P simulator calculates a
D2P waveform using a surface constructed from the laser data.
This simulated waveform is then compared to the D2P
measured waveform by calculating the correlation coefficient
between the waveforms for different shifts of the position of the
D2P measured waveform. The shift (in bins) at the maximum
correlation coefficient is then converted to a difference in
elevation (Δh) between the laser and radar measured surfaces,
rather than providing an absolute elevation measurement.

4.1. Re-creating non-typical echo shapes

Fig. 9 shows a non-typical D2P measured waveform (thin
black line), the retracking function fit (thick black line) and the
simulated waveform (grey/dashed lines). The simulated wave-
Fig. 12. a) D2P normalised power waveforms and b) simulator normalised power wa
ice over which the measurements were taken.
form (grey line) arrives before the D2P measured waveform,
therefore the laser is measuring a surface above the surface
measured by the radar. The figure also shows the shifted posi-
tion of the simulated waveform (dashed line), the shift cor-
responds to the position of the maximum correlation coefficient
(0.98) between the D2P measured and simulated waveforms.

Fig. 10 shows the laser surface model for the area around the
nadir location of the waveform in Fig. 9 (the ridge running
across the figure in the along track direction is approximately
0.75 to 1 m above the surrounding surface). The two peaks in
the waveform in Fig. 9 are separated by approximately 0.83 m,
therefore it is likely that the waveform consists of a return from
the ridge, followed by a return from the surrounding area.

The simulated waveform (dashed line) has been shifted by
3.8 bins, therefore Δh=0.88 m. The re-track point of the
retracking function falls between the two peaks and gives an
elevation estimate of 27.34 m, the average laser elevation esti-
mate over the D2P footprint is 28.69 m, therefore the difference
veforms. c) Δh (the data has not been smoothed). d) is the digital imagery of the



Fig. 13. a) The probability distribution function (PDF) for Δh for the western
Fram Strait. The likely calibration drift of −0.1 m has not been corrected for, b)
The PDF of snow depths during April and May 1998 near the SHEBA site
(Sturm et al., 2002).
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between the laser and radar elevations, using method 1, is
1.35 m. These results show that the way a surface is sampled
can affect the size of the laser–radar difference. For this case,
there is a difference of 0.47 m between the retracker and the
D2P power simulator.

4.2. Comparing coincident laser and radar measurements

Our first example shows data from the 20th May 2002.
Fig. 11 shows a) the D2P measured data, b) the simulated data,
c) Δh and d) digital imagery. In Fig. 11(b) we see a change on
the right hand side of the simulated data from a smooth surface
to a rougher surface. The change corresponds to the area in the
photograph where the surface appears to become rougher. The
D2P measured data Fig. 11(a) does not show this. The change in
the simulated data is consistent with the depth of the snow
increasing over this section (measured by the laser) and the
radar continuing to measure the ice underneath. However,
without in-situ snow depth measurements, it is not possible to
confirm this.

Our second example, in Fig. 12, shows data from the 23rd
May 2002. The digital photographs show thin, snow free, ice
between 17.5° and 17.2° longitude. Across this section the
position of the peak in both the waveform plots is constant,
indicating a smooth surface. Over this thin, snow free, ice, we
can assume that the laser and radar altimeters reflect from the
same surface, therefore the negative values ofΔh indicate a drift
in the calibration since the calibration flights. While the ATMs
were calibrated before and after every flight, calibration flights
for the D2P were performed at the Wallops Flight Facility
17 days before the experiment and not repeated. The same bias
(≈−0.1 m) is apparent over other areas of thin, snow free ice.

4.3. Comparison of laser/radar difference with in-situ snow
depth measurements

In-situ snow depth data were not collected during LaRA so
we compare Δh to snow depth measurements from the Surface
Heat Budget of the Arctic Ocean (SHEBA) site (Sturm et al.,
2002) in Fig. 13. The SHEBA snow depths were collected
during April and May 1998 in the Beaufort Sea. The snow depth
climatology for May, from Warren et al. (1999) shows that the
contours of snow depth in the Beaufort Sea and the at the top of
the Fram Strait range between 0.28 m and 0.36 m, therefore we
expect the distribution of snow depths in these two areas to be
similar. Warren et al. (1999) also show that the mean snow depth
across the whole Arctic reaches a maximum in May of 0.34 m,
which compares well with the SHEBA mean snow depth and
that the internal variability of the mean snow depth in May is
0.06 m, which is relatively small when compared to the mean
values of snow depth. Therefore, in the absence of in situ-data, it
is reasonable to compare the SHEBA snow depth data to Δh.

The average value ofΔh is 0.2 m, if we take into account the
likely calibration drift then the average value of Δh is 0.3 m.
The probability distribution functions of Δh and the SHEBA
snow depths both have a steep rise to the peak and a slower
falloff at greater Δh/snow depths. The negative values of Δh in
Fig. 13(a) are partly due to our error estimate of ±0.06 m and
partly due to the likely calibration drift between the two instru-
ments that occurred after the calibration flight.

5. Conclusions

We have analysed the first coincident airborne laser and radar
altimetry data over sea ice, which, in addition, was also gathered
beneath a satellite radar altimeter. The experiment was origi-
nally designed to validate spaceborne measurements of sea ice
freeboard and to compare coincident laser and radar altimetry
data elevations over snow covered sea ice. The results provide
lessons for future validation of satellite altimetry data over sea
ice and, for the first time, explore in a quantitative manner, the
potential for combing laser and radar altimetry to estimate snow
depth, the largest uncertainty in calculating sea ice thickness
from altimeter measurements of ice/snow freeboard.

We used a newly developed retracker to retrieve ice and
water elevations from the radar echo. Although this method
allowed comparisons of the airborne and satellite elevation
estimates at the sub-meter level, the uncertainties are too large to
provide validation of the satellite ice thickness measurements to
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the desired accuracy. Complex topography can, in some places,
confuse the simple retracker and result in significant biases over
rough ice surfaces. Our analysis also points to the need to ensure
that airborne data is coincident in time and space with the
satellite ground track to as high a degree as possible. Ideally the
design of the survey area of the field campaign should also
cover the extent of the satellite footprint or the area over which
the satellite measurements are averaged. For radar altimeters,
such as those onboard ERS-2 and Envisat, the survey area
would need to be a few kilometers wide. By surveying the
surface in this way one has the opportunity to sample the surface
as the spaceborne instrument would have.

When comparing the laser and radar data on the aircraft we
accounted for complex topography by designing a new algo-
rithm (the D2P power simulator) to simulate the radar returns
using the laser derived elevation data. The simulator accounts
for varying surface topography as well as variations in the pitch
and roll of the aircraft, which can also affect the shape of the
radar's return echo. The results from the D2P power simulator
demonstrated that the laser-measured surface was consistently
higher than the radar-measured surface over snow covered sea
ice, consistent with the hypothesis that the radar penetrates to
the snow/ice interface. The difference in the elevation of the
surface measured by the laser and radar altimeters (Δh) is
typically 0.3 m (including the correction for the likely bias due
to a drift in the calibration) and is consistent with observed snow
depth. Moreover the distribution of Δh compares well to the
snow depth distribution from Sturm et al. (2002). The results
from this study show that elevation estimates from simple
retracking algorithms for airborne radar data may degrade in
accuracy over complex topography, due to changes in the return
echo shape. Taking this into consideration, the application of the
techniques we have described to data from more recent field
campaigns, where some in-situ snow depth data have been
gathered (e.g. Cavalieri & Markus, 2006), may help shed more
light on the questions of radar penetration, and the potential to
calculate snow depth from radar and laser altimetry.
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Appendix A

The transmitted power envelope for the D2P is given by

PðtÞ ¼ sinc2ðDFkTÞ ð9Þ
where ΔF is the instrument bandwidth (360×106 Hz), and T is
given by,

T ¼ t � 2r
c

ð10Þ

where r is the range to the surface, t is the time at which the
power is being measured and c is the speed of light. r is the
distance between the D2P antenna and the facet (Fig. 5), and is
given by

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ ðx2 þ y2Þð1þ z2=ReÞ

p
ð11Þ

where Re is the earth's radius.
The antenna gain (G) is a function of θ and ϕ, which

describe the direction between the antenna boresight and the
facet. G(θ,ϕ) is defined as

Gðh;/Þ ¼ 4kAa

k2
1þ cosh

2

� �2
sinc2

ak
k
sinhcos/

h i
sinc2

bk
k
sinhsin/

� �
ð12Þ

where a and b are the lengths of the sides of the antenna. For the
D2P a=0.3 m and b=0.15 m. λ is the radar wavelength
(0.022 m), and Aa is the area of the antenna (Peebles, 1998).

The D2P uses synthetic aperture processing in the along
track direction. The result of the synthetic processing is to
narrow the along-track footprint, thereby improving the
horizontal resolution of the elevation estimate. The signal to
noise ratio of the elevation measurement is improved by multi-
looks at each point on the ground from consecutive bursts. Each
coherent pulse intersects the antenna gain pattern and the power
envelope at a different location, this results in a slightly different
shape of power return from each pulse.

To derive the power contribution from the synthetic
processing we consider a linear array of N sources. Each source
is separated by a distance Δx, given by

Dx ¼ v
prf

¼ 0:086m ð13Þ

where v is the velocity of the aircraft (150 ms−1) and prf is the
pulse repetition frequency (1750 Hz).

The field equation for a linear array of sources is given by,
(Peebles, 1998; Stutzman & Thiele, 1998)

Fm ¼
XN�1

n¼0

e i2n kDxsinhl�km
Nð Þ ð14Þ

where k ¼ 2k
k , λ is the wavelength, Δx is the distance between

coherent pulses, N is the number of pulses in a coherent burst
(16) and m is the pulse number in the burst for which the field
equation is being calculated. To calculate the power contribu-
tion from each of the 16 pulses, Eq. (14) can be simplified and
converted to power as follows (Peebles, 1998; Stutzman &
Thiele, 1998).Let

b ¼ 2 kDxsinhl � km
N

� �
; ð15Þ

therefore

Fm ¼
XN�1

n¼0

einb: ð16Þ

The series is

Fm ¼ 1þ eib þ ei2b þ N þ eiðN�1Þb; ð17Þ
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and multiplying by eiβ gives

Fme
ib ¼ eib þ ei2b þ N þ eiNb: ð18Þ

Subtracting Eq. (18) from Eq. (17) gives

Fmð1� eibÞ ¼ ð1� eiNbÞ ð19Þ

Fm ¼ ð1� eiNbÞ
ð1� eibÞ ¼ ðeiNb � 1Þ

ðeib � 1Þ ¼ eiNb=2

eib=2
eiNb=2 � e�iNb=2

eib=2 � e�ib=2
ð20Þ

Fm ¼ eiðN�1Þb=2 sinðNb=2Þ
sinðb=2Þ : ð21Þ

To find the power (Pm) we multiply by the complex
conjugate

Pm ¼ sin2 N kDxsinhl � km
N

	 
	 

sin2 kDxsinhl � km

N

	 
 ð22Þ

as

eiðN�1Þb=2eiðN�1Þb=2⁎ ¼ 1: ð23Þ
The polar response of the facet (Pres) is given by

Pres ¼ e
� hpr

upr

� �2

ð24Þ
where θpr is the angle between the vector normal to the facet
and the vector between the D2P antenna and the facet and ϕpr is
the polar response angle (Fetterer et al., 1992).
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